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● What we are accomplishing
○ Text enrichment:

■ Identify Entities in the Literature (e.g., 
observatories, instruments)

■ Identify Planetary Feature Names
○ Build an Astronomy specific language model 

to automate the enrichment
○ Provide models and datasets for other 

researchers in the field

(2021 - 2026)

Why Use Machine Learning/AI at ADS



Entities of Interest to the Astronomical 
Community
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Labeled Entities Astronomy Dataset 

● Astrophysical Literature
○ Full-text - 3009  snippets

 71631 labelled entities
○ Acknowledgements - 

3004 snippets 
76230 labelled entities

○ ApJ, A&A, MNRAS
○ Years between 2015 

and 2020
● Working to automate labeling

process
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automating the enrichment: astroBERT
astroBERT aims to provide automated 

enrichment services, similar to SIMBAD and 
NED but with broader scope.

Under the hood, astroBERT is language model 
tailored to astrophysics.
● statistical model that captures the ambiguity 

of the text used by astrophysicists
● based on the proven technology of BERT 

and SciBERT
● core component that can be applied to 

many other tasks, not just labelling entities
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● astroBERT is now publicly available for all
○ 🤗https://huggingface.co/adsabs/astroBERT
○ Includes multiple versions, tutorials, and a demo

● creating astroBERT
○ ~400K astronomy documents
○ ~50 days of computation on dual Nvidia V100 GPUs
○ all open source technologies (Tensorflow, Numpy…)

astroBERT details
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https://huggingface.co/adsabs/astroBERT


Evaluating astroBERT

● To evaluate astroBERT, we created the DEAL challenge 
(Detecting Entities in the Astrophysics Literature)
○ part of a workshop[1] at the AACL-IJCNLP[2] 2022 conference
○ challenged participants to build labeling systems
○ using our dataset of labeled entities
○ measured against BERT, SciBERT, and astroBERT baselines

Each baseline model was finetuned for DEAL i.e. the core language models 
were adapted and retrained for ~12 hours each.
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[1] WIESP: The first Workshop on Information Extraction from Scientific Publications
[2] The 2nd Conference of the Asia-Pacific Chapter of the Association for Computational Linguistics and the 12th International Joint Conference on 
Natural Language Processing



astroBERT on DEAL
astroBERT outperforms BERT and SciBERT on DEAL

9



Labeling Results
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Plans to improve astroBERT

Current astroBERT is good but not production ready
● Improve DEAL performance 

○ by using ideas from WIESP: Conditional Random Fields (CRF)
○ with iterative training and labeling

● Improve core language model
○ by training with a new semi-supervised task: Semantic Textual 

Similarity (STS)
● Evaluate astroBERT on new downstream tasks: UAT Concept Extraction
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astroBERT Recap

● We are building astroBERT, a core language model for astrophysics.
● We plan on using it internally for text enrichment, a task in which it already 

outperforms other language models.
● We publicly released both astroBERT and a dataset of enriched text to the 

astrophysics research community.
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